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Abstract

People populate the web with content relevant to their
lives, content that millions of others rely on for informa-
tion and guidance. However, the web is not a perfect rep-
resentation of lived experience: some topics appear in
greater proportion online than their true incidence in our
population, while others are deflated. This paper presents
a large scale data collection study of this phenomenon.
We collect webpages about 21 topics of interest captur-
ing roughly 200,000 webpages, and then compare each
topic's popularity to representative national surveys. We
find that rare experiences are inflated on the web (by a
median of 7x), while common experiences are deflated
(by a median of 0.7x). We call this phenomenon novelty
bias.
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Introduction
The web may be the most expansive record of human ex-
perience to date, yet there are striking examples of the



ways in which we have authored a distorted reflection of
our lives [2, 5]. Consider chest pain, for example: if some-
one browses the web and looks at pages about chest pain,
they might conclude that chest pain will signal an im-
minent heart attack rather than a temporary annoyance
[20]. These deviations exist because people do not au-
thor content equally across all experiences [11]. Instead,
we choose what to create [12, 13, 14], and what to hold
back [6]. Yet, prior work has analyzed information on the
web as faithful representations of naturalistic social inter-
actions [4], information behaviors [16], and evidence of
language differentiation [7]. If the web differs significantly
from lived experience, we must modify our tactics for us-
ing the web to inform our research as well as personal
decisions.

In this paper, we seek to measure the difference between
what people actually experience and what experiences are
given visibility on the web. We propose a novel method
(online crawl vs. offline survey) for quantifying the differ-
ence between human experiences and what people share
on the web. First, we perform a geographically-restricted
web crawl from a neutral seed query. Then, we annotate
a sample of the resulting pages to quantify how the in-
ternet represents each component, and compare the pro-
portion to representative offline statistics from the same
region (e.g., Pew surveys in the United States).

Using this method, we collected data on 21 topics (e.g.,
religion, smartphone ownership, opinion on same-sex mar-
riage) with 74 total components (traits, e.g., being Chris-
tian, Jewish, or Muslim; owning an iPhone or Android;
supporting same-sex marriage or not), using a breadth of
topics for which nationally representative survey data was
available. We then observed that uncommon experiences
(< 10% of offline) are inflated by a factor of 7 relative

to their offline value, dominant experiences (> 60%) are
deflated to about 0.7 times their offline value, and com-
ponents in the middle region appear roughly in propor-
tion to their offline counterparts, at a factor of 0.9. We
also show that these differences remain robust regard-
less of potential confounds including page visitation rates
and temporal recency. We call this observed phenomenon
novely bias.

Related Work

In many domains, information on the web performs well

as a reflection of lived experience [3]. In some domains,
however, information collected by the web compares less
favorably with offline reality. Cultural and social biases af-
fecting content creation are well-documented on Wikipedia
[2, 5], as well as on social media sites [10]. Search en-
gines are a similarly imperfect representation of the world,

as are the queries users issue to them, which can carry
subtle biases [19, 9].

The implications of the web's reflection of human experi-
ence are varied and meaningful, particularly because web
users do not understand these discrepancies [8], and be-
cause individuals can mistake the frequency of encounter-
ing an opinion for a proxy of its offline frequency [18]. For
individual web users, this can have serious consequences:
the overrepresentation of a risky behavior may increase
the perception of that behavior as normal [17]. For re-
searchers, web data are increasingly being used to make
predictions about the real world, conjectures that may not
hold if the web misrepresents reality [10]. Understanding
the web's ability to reflect or distort reality is critical both
for consumers and producers of information online.

Research studies like those discussed above demonstrate
that there is evidence of both the web’s impressive record



Component Offline  Online
Religion

Christian 78.4 62.0
Atheist 4.0 14.0
Jewish 1.7 5.0
Buddhist 0.7 7.0
Muslim 0.6 9.0
Hindu 0.4 3.0
Politics

Republican 24 29.5
Democrat 28.0 21.9
Independent  46.0 48.6
Airlines

Delta 23.5 13.2
JetBlue 5.9 30.4
U.S. Airways 11.8 1.9
United 17.6 14.1
Southwest 23.5 30.1
American 17.6 10.3
Smartphones

Android 48.0 30.0
iPhone 43.0 34.0
Blackberry 7.0 29.0
Windows 2.0 7.0
Abortion

Pro- 57.4 447
Anti- 42.6 55.3
Marijuana

Pro-legal. 56.2 62
Anti-legal. 43.8 38

Table 1: Offline and online

percentages for a selected subset
from the total 74 components
across 21 that were collected.

of human experience, and also of several point examples
of the ways in which that record is inaccurate compared
to the offline in the form of targeted studies. However,
we know little about the web as a whole — when it is
accurate, when it is not, and why these patterns arise.

Online Crawl vs. Offline Survey

We begin by looking at how closely the volume of experi-
ences reported on the web match offline data. To inves-
tigate this relationship we compared content from web
crawls to population-representative surveys such as Pew.

To cover a broad sample of topics, we began with three
major categories of information:

e Identity topics, reflecting affiliations: e.g., religion,
political party

e Experience topics, describing people’s actions: e.g.,
smartphone ownership, sport viewership

e Opinion topics, reflecting personal views: e.g., same-
sex marriage, marijuana legalization

We chose 7 topics in each of the above types for investin-
gation, yielding a total of 21 topics (Table ??). Some,
such as abortion, are hotly debated; others, such as air-
line popularity, are less active. Each category had between
two and six components (¢ = 3.5,0 = 1.5), for a total of
74 components.

Method

After identifying the offline level for each topic, we (i)
collect a set of on-topic webpages through a crawl that
simulates the averaged behavior of random web users. We
then (ii) label a random sub-sample of on-topic webpages
according to each topic’s components. Finally, we (iii)

compare the statistical estimates produced via classifica-
tion to nationally-representative survey statistics.

Offline Surveys

For each topic, we first identified an offline reflection of
human experience. We focused on the United States,
which has many publicly-available, reputable, nationally-
representative survey sources such as Pew and Gallup.
These offline metrics established our components for each
topic. (We are limited to topics where recent offline data
is available; further work in this area is needed to general-
ize our results further, but we attempted to cover a broad
and varied set of topics in our sample.) For example, a
2013 Pew survey covering the smartphone experience
topic produced the components Android (48%), iPhone
(43%), Blackberry (7%) and Windows Phone (2%). Like-
wise, a 2014 Gallup poll on the same-sex marriage opinion
topic produced 57% in favor and 43% against. We treat
these numbers as a representation of the world offline,
and aim to measure how closely the web mirrors them.

Collecting Relevant Web Content

To measure the web's coverage of each component within
a topic, we built a web crawler using the Scrapy library
for Python. Our goal was for the crawling algorithm to
roughly simulate the aggregate search-based browsing be-
havior of many non-expert users, expanded in scale for a
wide coverage of on-topic pages. Random walk metaphors
are common as such research strategies, for example
forming the basic conceptual model behind PageRank
[15].

For each topic, we used the name of the topic (e.g. “mar-
ijuana legalization") as a general seed for each topic. We
generated a whitelist of terms that were divided into sub-
groups of synonyms. For example, “religion," “religious,"
and “faith" were one subgroup of keyword terms for the
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Figure 1: Online vs. offline
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religion topic, and “Jewish," and “Judaism," were in an-

other.

Each crawl began at webpages returned from a Google
search of the seed. A crawler then collected on-topic web-
pages based on the prevalence of whitelist terms appear-
ing on each page. On-topic pages were those containing
at least a threshold number of keywords from a thresh-
old of at least k subgroups, where k was determined per
crawl. After crawling each page, the crawler followed a
link on the page with a probability of 0.7, and otherwise
chose a related search (suggested by Google). In each
crawl, roughly one tenth of crawled pages qualified as on
topic, and for each topic our crawler ran until 10,000 on-
topic page URLs were collected.

Labeling Web Content

For each topic, after collecting 10,000 relevant pages, we
sent a randomly chosen subset of 500-600 on-topic pages
to crowdworkers from Amazon Mechanical Turk, where
microtask workers labeled the relevance of each page to
the given topic, and to all components within that topic.
For example, for the same-sex marriage topic, we asked
crowdworkers whether the webpage contained content
related to same-sex marriage, and whether the page re-
flected a pro-same-sex marriage viewpoint, an anti-same-
sex marriage viewpoint, or both. We chose to rate only
600 pages per topic since we noticed that components’
proportions were fairly stable by 600 pages and did not
change with more annotated pages.

To verify the quality of our annotations, we hand-annotated
20 pages for a subset of 6 topics (2 identity, 2 experience,
2 opinion) and calculated Cohen's kappa as a metric of
inter-rater reliability. The average unweighted Cohen'’s
kappa across this subset of 6 topics was 0.784, indicating
good agreement between our ratings and the Turkers'.

Analysis

We compared the percentage of our collected pages dis-
cussing each component for a topic to the offline per-
centages from the topic’s nationally-representative sur-
vey. For both the offline statistics and the crowdlabeled
data, we develop relative percentages for each of the 2-6
components within each topic. For example, 78% of the
United States population identifies as Christian accord-
ing to Pew, and 62% of web pages in our religion sample
significantly discussed Christianity.

Results

In total, our crawler collected approximately 200,000 web
pages across the 21 topics, and crowdworkers manually
annotated over 12,000 of them. Webpages collected by
our crawler ranged broadly in type and content, and in-
cluded articles from individuals' personal webpages and
blogs, news sites, organizations’ webpages, and social me-
dia content.

Figure 1 presents each topic component'’s offline promi-
nence against its representation online. In the case of a
null result in which every topic component is proportion-
ally represented, we expect to see all data points fall on
the line y = x; deviations from this line in our data reflect
discrepancies between the web and reality. Opinion topics
displayed the strongest bias (Figure 2).

Uncommon Inflated, Dominant Deflated

In our data, uncommon components with offline percent-
ages less than 10% were over-represented at a median

of 6.7 times the offline rate. For instance, while only 4%
of the American population self-identifies as Atheist or
Agnostic, 14% of religion pages mentioned atheism or
agnositicism. Similarly, while heart attacks account for
only 10% of chest pain incidents, over half of the pages
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(bottom) are equally represented.

we crawled (53%) mentioned heart attack as a cause for
chest pain.

Dominant components are those whose offline represen-
tation is greater than 60%. The median dominant com-
ponent appeared online at 0.66 times its offline rate. For
instance, while 85% of the American population watches
football, only 26% of the rated sports pages discussed it.

Between uncommon and dominant components lie mod-
erate components, whose offline representation is between
10% and 60%. Overall, these components appear propor-
tionally, comparing online to offline representation. The
median moderate component appeared at 0.9 times its
offline rate. For example, support for gun regulation is
presented in the American population exactly as it is our
webcrawled data, at 51%.

We fit a line to the identity and experience components
(online = 0.38 x of fline + 14.3, R? = 0.37), and tested
whether this pattern was significantly different from total
agreement with the offline, y = z. In order to do so, we
tested against a null hypothesis of 3 = 1. The result was
significant (p < 0.001), confirming that the representa-
tion of these topics online was not proportional to offline
representation.

Opinion topics deviated from y = x even more strongly,
with points clustering near the line y = 50% (Figure 2).
Regardless of offline representation, each side of these de-
bates was represented equally relative to the other—for
example, topics as different in public opinion as same-
sex marriage (56% in favor to 43% against offline) and
human cloning (15% in favor to 85% against) both dis-
played this 50%-50% balance.

As before, we fit a line to opinion datapoints (online =
0.033x0f fline+48.3, R? = 0.02) and tested whether this
pattern was significantly different fromy = z (8 = 1).
We found that opinion topics, like experience and identity,
deviated significantly online (p < 0.001).

Exploring Possible Confounds
To test the robustness of our data, we explore possible
confounds and find our results to be robust.

Production vs. Visitation

Despite our collection of webpages stemming from search
engine results, which implicitly adapt based on web page
visitation, another criticism might note the difference be-
tween production of content and visitation to content
online: while a variety of content exists online, web users
only visit a small subset of that information. This crit-
icism would allege that the patterns in Figure 1 do not
reflect any meaningful information about an individual
user's experience online, and that the patterns in our data
will differ dramatically when weighting pages by viewer-
ship.

To address this concern, we gathered visitation data for
each URL (5,000-10,000 per topic) using web browser
logs gathered from opt-in users of a popular internet
browser. This data represents the frequency of viewer-
ship of each webpage relative to all others in its topic for
one week in August 2014. For confidentiality reasons,

all visitation numbers were given as an order of magni-
tude (e.g., 1, 10, 100, 1000). As expected, most pages
were not visited over the course of a week [1]. Pages with
no pageviews during that week were removed from the
dataset, and pages in the topic that received pageviews
but had not been previously annotated by crowdwork-
ers were newly annotated. We removed 1-2 outliers from
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each topic that represented navigation pages that change
often, such as http://games.espn.go.com/frontpage be-
cause a large number of page viewers would not have
seen topic-relevant content there.

We tested whether the coefficient differs significantly
across the weighted and unweighted groups by building

a linear model to predict web percentage, adding a binary
indicator variable to this predictor representing whether
the datapoint was visitation-weighted, and an interac-
tion term between offline and the indicator. The result-
ing term represents the difference in the weighted and
unweighted datasets’ coefficients, and is not significant:
B =—0.04,t(144) = —0.48, p = 0.63.

Temporality

Since the Web acts as an archive, retaining all infor-
mation even after that information is no longer up-to-
date, another critique might note that results of crawling
the web might reflect old information patterns that are
not represented in recent national surveys. For example,
pages about Blackberry phones (7% offline, 29% online)
might be plentiful but outdated, artifically inflating its
presence. If this is the case, we should expect to see dif-
ferent patterns in our data when considering only recently
viewed pages online. As mentioned above, our visitation
data weighted pages by viewership in a recent, one-week
period; Figure 3 reflects, again, that this did not result in
significantly different patterns in our data, though it did
impact some specific points, like Blackberry (5% when
weighted by recent visitation).

Discussion

The results from this paper suggest that there are sys-
tematic biases in the extent to which information is rep-
resented online. Both lay-persons who rely on the web for

general information, and computational social science re-
searchers leveraging observational data from the Web in
their work are affected by this phenomenon. Many users
that rely on the web are unaware of its shortcomings [8].
As the web is increasingly integrated into everyday lives,
individuals' perceptions of the world and their place in it
may be skewed by the Web's biases. These skewed con-
texts can have dramatic results on their behaviors [17].

Limitations & Future Work

The novelty bias battern we pbserved was robust to sev-
eral possible confounds, but in collecting pages we exam-
ined only a limited subset of the web reachable through
a Google search-based crawler. We aim to develop an
automated pipeline to of crawl and classify all webpages
related to a particular topic, using the record of the web
recorded by Common Crawl. Toward that goal, we are
currently using crowdworker-generated data to train ma-
chine learning classifiers to annotate webpages automati-
cally. We will then perform the same analysis on this ex-
haustive dataset to confirm the aforementioned results.

Conclusion

The web is an emergent product of millions of authors.
So it is striking that we have, collectively, transformed the
relative volumes of our lived experiences so consistently
online. Through a large-scale web crawl across 21 topics
and 74 components, we see that unpopular experiences
are overrepresented and popular experiences underrepre-
sented. As a community, we are learning more about why
people share content on the web (e.g., [12, 13, 14]), but
our results make clear that more attention can be paid to
naturalistic investigations of when and under what condi-
tions this occurs.


http://games.espn.go.com/frontpage
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