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Abstract
It can be hard for authors to know if what they write will
be clear to their readers. While collaborators can provide
expert feedback, their limited time and attention makes it
costly for authors to continuously solicit detailed input from
them. Via a study with ten graduate student authors, we
find a clear need for more feedback. Our crowd-based ap-
proaches provide an outsider perspective that is timely and
detailed, supplementing expert feedback.
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Background
Writing involves converting internal thoughts into words that
other people can understand, and many common writing
errors occur during this translation [5]. Even strong writers
are subject to the “curse of knowledge” [17] or “writer-based
prose” [5] in which deep familiarity with a context or do-
main blinds the writer from seeing the text from a reader’s
perspective. At the moment of writing, the author has an in-
trinsic sense of what they intend to say. However, predicting
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the clarity of the resulting text and whether it conveys the
intended meaning can be difficult.

(a)

(b)

Figure 1: The assess feedback
approach, as seen from the
perspective of a crowd worker (a)
and the end user (b). The crowd
worker is rating the yellow
highlighted sentence for grammar.
The end user has moused over the
red sentence and sees the various
scores (10, 8, 4) for argument
called out.

Figure 2: The compare approach
as seen by the end user. Option C
received 2 out of 5 votes with
several reasons.

A common technique authors use overcome this difficulty
and improve their writing is to build on other people’s feed-
back [7, 9]. Feedback provides an awareness of the mis-
takes the author may have made while translating their
thoughts into words, and creates the opportunity to fix their
writing. Unfortunately, although editors and collaborators
typically have the necessary expertise and context to pro-
vide useful feedback, their time and attention is limited.

Prior work has looked at how crowd workers, where are
more readily available, can support authors in copyedit-
ing [1, 10, 20, 2]. However, not as much is currently known
about whether feedback provided by crowds, who act as
outsiders, are valuable to authors. This goes beyond simple
copy editing, condensing, or other simple writing support
to focusing on acquiring rich, detailed quality feedback in a
timely manner. Even for seemingly simple writing tasks, it
takes effort to communicate and represent context from and
to crowds [19, 18]. Crowd-based feedback has been used
for visual design [8, 11, 12, 15, 1] and student projects [5,
21, 13]. Hicks et al. [11] experimented with crowd-based
essay feedback, finding low ratings on essays correlated
with comment length. While these studies have shown how
crowd-based feedback provides authors with useful insight,
they also highlight issues surrounding feedback quality. In
other domains, quality issues have been addressed using a
rubric, which can help workers focus on salient aspects [6],
or by collecting comparative judgments, which have been
shown to have lower variance than absolute judgments [3].

Methodology
We explored crowd-based writing feedback by implement-
ing and studying two approaches in the context of academic

writing. We begin by detailing the two approaches we used
to collect crowd-based writing feedback: Asses and Com-
pare. To understand the value of these approaches in the
context of academic writing, we collected crowd-based
feedback on titles and abstracts written by ten graduate
student authors (4 male, 6 female), and conducted semi-
structured interviews of their reactions. Authors were re-
cruited from the intern pool of a tech company, and com-
pensated with a $10 gift card.

Each of the ten participants provided us with two text items:
(1) a set of potential titles for a research paper and (2) a
self-contained abstract. Most provided abstracts that sum-
marized an ongoing research project. On average, the ab-
stracts were just over seven sentences long, and 3 to 5 al-
ternative titles were provided. After the crowd generated
feedback, we conducted semi-structured interviews to un-
derstand how authors reacted. Interviews were 30 minutes
long, and were recorded and transcribed for analysis. First,
the authors viewed their feedback with think-aloud. This
was followed by authors explaining their reactions, and de-
scribing their typical writing tasks and sources of feedback.
To analyze, we open coded first, then reorganized around
central themes, using a bottom up approach [4].

We collected feedback on the quality of the text produced
from crowd workers with a proprietary crowdsourcing plat-
form that outsources to the Clickworker market. The in-
terface is similar to that of Amazon Mechanical Turk; re-
questers task which workers can choose from a market-
place listing. For each task, we paid US-based workers at
least at a rate greater than $10 per hour.Tasks took less
than two minutes to complete.

Crowd Assess – Rate by Criteria
To collect assessment feedback on the sentences in a piece
of writing, we first extract the sentences. Crowd workers

CHI 2018 Late-Breaking Abstract CHI 2018, April 21–26, 2018, Montréal, QC, Canada

LBW031, Page 2



are then asked to rate each sentence on a scale of 1 to
10 based a rubric on one of three criteria: flow “improves
the reading of nearby text”), argument (“supports the over-
all message”), and grammatical correctness (“is free of
spelling and grammatical errors”). Because flow and ar-
gument require knowledge of the surrounding text, workers
are shown the sentence in context of its enclosing para-
graph with the sentence highlighted in yellow, as seen in
Figure 1(a). The numeric scores are dual encoded with a
color, ranging from 1 (negative, red) to 10 (positive, green).
Clicking on a score applies that score to the highlighted
sentence, sets it to the corresponding color, and advances
the task to the next sentence with the same criterion. To
leverage context, we ask that workers evaluate all sen-
tences in a given paragraph for a particular criterion at one
time, but different workers may assess the paragraph for
each criterion. We use multiple workers per criterion to help
account for worker variation.
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Figure 3: Distribution of
crowd-based ratings per sentence
per criteria from Assess feedback.

When participants viewed feedback, they were shown an
interactive text visualization. High-scoring sentences are
shown in green, with low-scoring text in red. Users can filter
the writing criterion and mean, max, or min for score sum-
mary. Hovering over a sentence, as shown in Figure 1(b),
reveals the specific scores from each crowd worker.

Crowd Compare – Pick the Best Option
To collect comparative feedback on a piece of writing from
the crowd, workers are shown multiple text alternatives and
a single criterion. They are then asked to select which al-
ternative they think is the best alternative and to provide an
explanation for their selection.

Authors interested in comparative feedback submit multiple
versions of the same text via a web application. Research
shows that writing multiple versions of the same text can
help authors improve their writing [17]. As the crowd pro-

vides feedback, each alternative is annotated with the num-
ber of votes it received and corresponding explanations.
Figure 2 shows the outcome of Compare as seen by the
author.

Figure 3 shows the distribution of all assessment ratings,
separated by criteria. While flow has a smooth distribution
among scores, argument and grammar have distinct peaks.
For argument, scores of 7 occur more than twice as often
as than other numbers, perhaps as this criterion was diffi-
cult to assess. The distribution for grammar shows a distinct
peak at 10. It appears grammar mistakes are mostly binary;
errors are either present or they are not. In contrast, the
crowd provided more nuanced feedback about argument
and flow.

In terms of the comparison feedback, crowd workers tended
to agree with each other, with a popular selection by three
or more workers occurring 60% of the time. The average
length of the reason crowd workers provided for their se-
lection was 10.2 words, ranging from, “Flowed better,” to
longer, more nuanced explanations.

Results
Our findings show that our participants want more feedback
than they currently get from advisors and peers, and that
the crowd gave them a valuable outsider perspective that
was more timely and detailed than those sources provide.

Need not Met by Current Feedback Sources
Based on our interviews, existing feedback sources do not
fully meet our participants’ needs for feedback on their aca-
demic writing. While all participants reported that there
were people available for them to solicit feedback from, the
sources of feedback varied. Participants mostly requested
feedback from people they worked with closely, including
advisors, peers, friends, and partners. While advisors were
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the most commonly reported source, participants often so-
licited input from different sources at different stages in the
process. For example, several participants reported asking
for feedback from their advisor only after having had others
look at their writing (Q1.P10).

Q1.P10: When I finish my first
draft, I go through it myself the
first time. In the second phase,
I give in to my friends who are
in my class. . . [Next], I send it
to.. my advisor, and he’s the
one who makes changes and
he gets back to me.

Q2.P5: Just sharing the docu-
ment with things I have written
with my co-authors or other
people . Having them, usually
whenever I send it to them...
With my advisor, I sit with them
and they go through it and give
me feedback as we go. With
others [it’s] track-changes.. [or]
handwriting.

Q3.P7: I would question the
clout. . . if I were shooting to
publish for SIGGRAPH and I
could get people from the SIG-
GRAPH audience. . . [even] just
people who are familiar with
that territory [then I would trust
the feedback more.]

Q4.P4: Maybe the advisors
or people are kind of biased
because he really knows the
topic and already knows what
you talking about.

Typically, the feedback participants received was infrequent
and high-level. Advisors and co-authors would annotate
text and highlight mistakes (Q2.P5). This concurs with prior
work that shows more experienced people, such as advi-
sors, provide smaller, more focused feedback [11].

When feedback participants receive is high-level, it could
be hard for them to interpret. Participants complained about
advisor comments like, “Poor word choice,” or, “Missing key
details.” P1 explained that her advisor mostly marked for
typos, but also noted things that “Looked weird.” It was clear
from our interviews that participants want more detailed
feedback, but did not feel it was consistently available.

Crowd Provides an Outsider Perspective
Participants perceived feedback from the crowd as qualita-
tively different as they came from non-traditional sources.
Not surprisingly, participants had some concerns about the
abilities of non-expert crowd workers to provide feedback
on academic writing. For example, P7 suggested that he
would trust the quality of the feedback more if the pool of
workers were more similar to his target audience (Q3.P7).

The crowd workers’ lack of in-depth knowledge, however,
also seemed to carry with it an opportunity for them to gain
an outsider’s perspective. Participants, such as P4, felt that
external feedback from people not familiar with the research
topic were less biased. For example, one participant said
that while advisors and co-authors have backgrounds that
make it easy for them to understand jargon, the reader of a
text may not be as familiar and become lost. Having crowd

workers act as a proxy for general readers may help them
ensure the text is accessible to those with less contextual
knowledge: Likewise, attention-grabbing titles may be hard
for someone already familiar with the research to identify.
One participant talked about challenges in identifying a
good title, and expressed surprise over the one the crowd
selected (Q5.P2).

In responding to feedback, participants seemed more com-
fortable disagreeing with crowd workers than they might
be with their advisors or peers. P10, for example, found
the lowest-rated feedback to be accurate, but was not con-
cerned with a 4 out of 10 rating in the argument criterion
(Q6.P10). Overall, the crowd’s outsider perspective ap-
peared to be valuable to participants, providing insight that
was not biased by familiarity and that could be acted on
without compulsion.

Crowd Feedback Is Timely, Detailed, and Interpreted
Additionally, our participants found the feedback from the
crowd was timely and surprisingly detailed. The assess-
ment visualization provided summaries across argument,
flow, and grammar criteria. In general, participants focused
on flow and argument criteria. For example, P3 describes
low flow scores as a “clue.” P6 explains that she, “Never
gets this kind of feedback,” in terms of fine-grained detail
(Q7.P6).

For sentences with mixed scores, containing both high and
low values, the feedback was still seen as valuable. P5, for
example, decided to “go back and understand why” opin-
ions among crowd workers differed. As P5 notes, feedback
scores with both high and low scores may indicate a real
problem that authors should address.

While sentence-level feedback was appreciated, partic-
ipants expressed some frustration at not understanding
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why some sentences scored low. The most requested fea-
ture was for comments, as illustrated by P3’s comments
(Q8.P3). The observation that low ratings merit explanation
aligns with findings that crowd workers that rate an over-
all essay as poor provide more qualitative feedback [11].
Unlike the Assess approach, the Compare approach does
provide explanations, which participants found helpful.

Q5.P2: My last paper. . . we
talked a lot about a title then we
came up with five different ones
and we sent them to the group
to see what people liked. . . I
didn’t think that [the crowd]
would pick C . . . I thought they
were all pretty good.

Q6.P10: I don’t agree with this
[low to neutral rated sentence],
actually... and, I agree with this
[red, low rated sentence] this
deep red one, but the pink is
fine. I agree, but it’s a paper
and I have to argue my thing.

Q7.P6: In this view, I can com-
pare sentences across different
things. The granularity is much
higher. I can really think about
how I’m writing, if the per-
son really could get what I’m
saying. Especially this point
of, “overall message” [argu-
ment]. . . [flow] shows how I can
improve my text by removing
what is not so important. . . I
never get this kind of feedback.

Q8.P3: It seems that I had, the
most actual problems are about
the flow, how the sentences
are connected. Which makes
sense, but, the only thing that I
can say is that it doesn’t exactly
tell me what I should change.
But, it gives me a clue.

Conclusion
In this paper, we explored the potential value of crowd-
based writing feedback by implementing two feedback col-
lection approaches. In the first approach, crowd workers
assessed the quality of a paper abstract along dimensions
of grammar, argument and flow. In the second, crowd work-
ers compared several title alternatives offered by the author.
We studied these approaches by collecting feedback on the
titles and abstracts written by ten graduate student authors
and interviewing them about their reactions.

Participants felt that the feedback from the crowd was com-
plimentary to the feedback they received from other sources,
which are not always available. The crowd-based feedback
seemed less biased, more timely, and detailed. While the
crowd does not have the expertise that an advisor or peer
may have, it appears to offer an easily accessible outsider
perspective that can be valuable for people while writing.
Participants did not need to agree with the feedback they
received, and did not feel compelled to act on all of the
feedback they received. Even in these cases, however, it
helped them to reconsider their approach or feel confident
they made the right decision in parts of their original writing.

These findings suggest that feedback systems can benefit
from a range of opinions, including the crowd’s. Although
participants were able to benefit from crowd feedback they
disagreed with, maximizing feedback quality is important.

Combining other common crowd-based quality approaches
[14] with our rubric and comparison-based approaches
may better address this. The best approach may depend
on the context in which the feedback is used. For example,
although Compare judgments tended to have low variance
[3], Assess might still be most appropriate for longer text
where it is hard to collect multiple versions. There may also
be ways to identify expert or personalized [16] crowds.
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